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Figure 1. Top: Projected density maps of the high resolution microhalo, at redshifts (from left to
right): z = 31, z = 33, z = 39, z = 43. Bottom: corresponding phase space density maps, calculated
with Enbid. In all panels, (phase space) densities are represented in a logarithmic color map: bright
regions refer to a high (phase space) density whereas dark regions refer to a low (phase space) density.

3 Microhalo density profiles

In order to quantify the detectability of microhalos (e.g. [30]) and the survival probability
as galactic subhalos [10–16], one needs to know the form of their density profiles and their
typical concentrations (we use the concentration definition c200 = r200/rs, where r200 is the
radius enclosing 200 times the critical density of the Universe).

3.1 The inner density profiles

Figure 2 shows the spherically averaged density profiles of the three largest Level 1microhalos
(see Table 1 for details) with (red triangles) and without (black squares) cuto↵. It is evident
that the inner slope of the models with cuto↵ is substantially steeper than without the cuto↵.
In order to quantify the central structure of the three halos in the cuto↵ model, we have fitted
the density profiles with the following conventional parametrisation [e.g. 25]:

⇢(r) =
⇢s⇣

r
rs

⌘↵⇣
1 + r

rs

⌘3�↵ . (3.1)

Using the Levenberg & Marquardt method, we obtained the following values for the slope of
the inner profile via a �2 minimisation:

↵[Halo 1] ' 1.4, ↵[Halo 2] ' 1.3, ↵[Halo 3] ' 1.4. (3.2)

The fits are shown by the red solid lines in Fig. 2 (panels 1-3). On the other hand, a NFW
profile (↵ = 1) provides a reasonable fit for the microhalo densities in the model without a
cuto↵ (black solid lines).

– 3 –
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FIG. 1: Dark matter may have non-gravitational interactions with one or more of four categories of particles:
nuclear matter, leptons, photons and other bosons, and other dark particles. These interactions may then
be probed by four complementary approaches: direct detection, indirect detection, particle colliders, and
astrophysical probes. The lines connect the experimental approaches with the categories of particles that
they most stringently probe (additional lines can be drawn in specific model scenarios). The diagrams give
example reactions of dark matter (DM) with standard model particles (SM) for each experimental approach.

examples are the detection of WIMPs through scattering o↵ nuclei and the detection of
axions through their interaction with photons in a magnetic field.

• Indirect Detection. Pairs of dark matter particles annihilate producing high-energy particles
(antimatter, neutrinos, or photons). Alternatively, dark matter may be metastable, and its
decay may produce the same high-energy particles.

• Particle Colliders. Particle colliders, such as the Large Hadron Collider (LHC) and proposed
future lepton colliders, produce dark matter particles, which escape the detector, but are
discovered as an excess of events with missing energy or momentum.

• Astrophysical Probes. The particle properties of dark matter are constrained through its im-
pact on astrophysical observables. Examples include self-interaction of dark matter particles
a↵ecting central dark matter densities in galaxies (inferred from rotation velocity or veloc-
ity dispersion measures), mass of dark matter particle a↵ecting dark matter substructure
in galaxies (inferred from strong lensing data) and annihilation of dark matter in the early
Universe a↵ecting the Cosmic Microwave Background fluctuations.

These search strategies are shown in Fig. 1 and are connected to the particle interactions they most
stringently probe. In the next Section, we briefly describe these four approaches and summarize
their current status.

III. THE FOUR PILLARS OF DARK MATTER DETECTION

A. Direct Detection

Dark matter permeates the whole Universe, and its local density on Earth is known to be
5 ⇥ 10�25 g/cm3 to within a factor of 2. This creates the opportunity to detect dark matter
particles directly as they pass through and scatter o↵ normal matter [41]. Such events are extremely

Snowmass CF4 (1305.1605)
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Figure 4-4. A compilation of WIMP-nucleon spin-independent cross section limits (solid curves), hints
for WIMP signals (shaded closed contours) and projections (dot and dot-dashed curves) for U.S.-led direct
detection experiments that are expected to operate over the next decade. Also shown is a band indicating
the cross sections where WIMP experiments will be sensitive to backgrounds from solar, atmospheric, and
di↵use supernovae neutrinos.

the solar neutrinos give way to the more energetic atmospheric neutrinos and di↵use supernovae background.
The flux of these neutrinos is much lower, and exposures with sensitivities to WIMP-nucleon cross sections
of ⇠ 1 ⇥ 10�48 cm2 are required to be sensitive to this neutrino component. Depending on the particular
WIMP mass under consideration, these neutrino backgrounds can have a recoil spectrum that is very similar
to an authentic WIMP signal. Given the Poisson fluctuations from the neutrino signal and their relatively
large total flux uncertainties, this creates a challenge to improving the sensitivity of WIMP searches much
beyond such cross sections [39]. Figure 4-4 shows not only the current landscape, but also the projected
sensitivities of proposed experiments superimposed on the neutrino background, where coherent neutrino
scattering will begin to limit WIMP sensitivity. This will eventually require either background subtraction
or techniques such as directional or annual modulation to press beyond this background in the absence of a
positive WIMP sighting.

Community Planning Study: Snowmass 2013

Snowmass (2013) [1401.6085]

— Current (Solid Lines) 
- - Predicted (Dashed Lines)
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Figure 2: A century of measurements of ⇢dm. In all cases, I assume the same matter density
and surface density of ⇢b = 0.0914M� pc�3 and ⌃b = 55M� pc�2 (Flynn et al., 2006). Values
derived from a surface density rather than a volume density have a blue filled circle; red data
points indicate the use of a ‘rotation curve’ prior (see §3.5.1). The green data point is derived
from Garbari et al. (2012) assuming a stronger prior on ⌃b = 55 ± 1M� pc�2 (see §5). All
error bars represent either 1� uncertainties or 68% confidence intervals. Overlaid are: ⇢dm,ext

extrapolated from the rotation curve assuming spherical symmetry (grey band); the launch
dates plus 5 years for the Hipparcos and Gaia astrometric satellite missions; and the start date
plus 5 years of the SDSS and RAVE surveys. Where no error bar was calculated for a given
measurement, there is simply a horizontal line through that data point. All data and references
(including definitions of abbreviations) are given in Table 4.

6

Read (2014) [1404.1938]
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2 Mao et al.

scatter from the uncertain position of the Earth within a
given halo. We further identify the largest uncertainties
that currently exist in our understanding of the VDF
at the location of the Earth in our Galaxy, and quan-
tify their relevance for inferences from direct detection
experiments.

2. UNIVERSAL VELOCITY DISTRIBUTION IN
SIMULATIONS

To identify the relevant physical quantities which af-
fect the VDF and to quantify scatter in the distribu-
tions among different halos in cosmological simulations,
we must examine a large number of halos across a wide
range of mass. We also need high resolution to reduce
sampling error and distinguish differences in VDFs for
different parameters.
In this study, we use halos from the Rhapsody and

Bolshoi simulations; state-of-the-art dark-matter-only
simulations with high mass resolution. Rhapsody con-
sists of re-simulations of 96 massive cluster-size halos
with Mvir = 1014.8±0.05M⊙h−1. The particle mass is
1.3× 108M⊙h−1, resulting in ∼ 5× 106 particles in each
halo. This simulation set currently comprises the largest
number of halos simulated with this many particles in a
narrow mass bin (Fig. 1 of Wu et al. 2012). Bolshoi is
a full cosmological simulation, with similar mass resolu-
tion, 1.3 × 108M⊙h−1. For detailed descriptions of the
Rhapsody and Bolshoi simulations, refer to Wu et al.
(2012) and Klypin et al. (2011) respectively.
We use the phase-space halo finder Rock-

star (Behroozi et al. 2011) to identify host halos
at z = 0. The masses and radii of the halos are
defined by the spherical overdensity of virialization,
M(< rvir) = 4π

3 r3vir∆virρc, where ∆vir = 94 and ρc is
the critical density. We examine the VDFs at a range
of radii. A VDF at radius r uses all particles within a
spherical shell centered at the halo center with the inner
and outer radii of 10±0.05r, so that the ratio of the shell
width to the radius is fixed. In each shell, we assign
the escape velocity (vesc) as the spherically-averaged
vesc of all particles in the shell. We have verified
that vesc determined from this method is consistent
with the same quantity deduced from the best-fitting
spherically-averaged smooth density profile.
We fit each halo with an NFW density profile,

ρ(r) =
ρs

(r/rs)(1 + r/rs)2
, (2)

where rs is the scale radius at which the log–log slope is
−2. The fit uses maximum-likelihood estimation based
on particles within rvir. The halo concentration is defined
as c = rvir/rs.
Fig. 1 shows the VDF at different values of r/rs. The

value of r/rs affects the shape of VDF dramatically. The
peak of the distribution is a strong function of r/rs. If
instead the velocity is normalized by the circular veloc-
ity at each radius rather than the escape velocity, this
trend will be slightly weakened but still significant. This
trend in r/rs is not surprising because the VDF heav-
ily depends on the gravitational potential. If the density
profiles of simulated halos can be described by the NFW
profile, which is a function of r/rs only (up to a nor-
malization constant), the VDF should mostly depend on

Figure 1. Solid colored lines show the stacked velocity distribu-
tion for 96 halos in Rhapsody, at different values of r/rs: (from left
to right) 0.15 (blue), 0.3 (red), 0.6 (green), 1.2 (magenta). Bands
show the 68% halo-to-halo scatter in those VDFs. Dashed and dot-
ted colored lines indicate the same values of r/rs in Bolshoi with
halos of Mvir ∼ 1012 and 1013M⊙h−1 respectively. The VDFs of
low-mass halos are cut at the head and tail due to limited particle
number, and their scatter is not shown. The SHM (v0 = 220 km/s
and vesc = 544 km/s) is shown for comparison (black).

r/rs until the isolated NFW potential breaks down at
large radius.
The above trend is robust for halo masses down to

∼ 1012 M⊙, as shown by the Bolshoi simulation in
Fig. 1. The scatter of the VDFs in the low-mass halos
considered is somewhat larger due to resolution. How-
ever, when the high-mass halos are downsampled to have
the same particle number, the spreads in the stacked
VDF are comparable to the low-mass halos. We further
investigated the impact of a variety of parameters char-
acterizing the halo on the shape of the VDF, and found
that for a fixed value of r/rs, the halo-to-halo scatter in
the VDFs is not significantly reduced when binning on
concentration, shape, or formation history. A detailed
discussion on this halo-to-halo scatter is in Section 4.

3. MODELS OF THE VELOCITY DISTRIBUTION
FUNCTION

The dark matter velocity distribution in halos is set
by a sequence of mergers and accretion. The pro-
cess of violent relaxation (Lynden-Bell 1967) may be
responsible for the resulting near-equilibrium distribu-
tions observed in dark matter halos and in galaxies.
These near-equilibrium distributions explain why ex-
isting VDF models (see e.g. Frandsen et al. 2012), in-
cluding the Standard Halo Model (SHM), King model,
the double power-law model, and the Tsallis model,
are all variants of the Maxwell–Boltzmann distribu-
tion. Recent studies have shown that the widely-
used SHM, which is a Maxwell–Boltzmann distribu-
tion with a cut-off put in by hand, is inconsistent
with the VDF found in a handful of individual simu-
lations (Stiff & Widrow 2003; Vogelsberger et al. 2009;
Kuhlen et al. 2010; Purcell et al. 2012) and in the study
of rotation curve data (Bhattacharjee et al. 2012). The
double power-law model was proposed to suppress the
tail of the distribution, by raising the SHM to the power
of a parameter k (Lisanti et al. 2011). The Tsallis model
replaces the Gaussian in Maxwell–Boltzmann distribu-
tion with a q-Gaussian, which approaches to a Gaussian

Mao et al. (2012) [1210.2721]
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Figure 8. Exclusion limits from LUX and SuperCDMS (at 90% CL) and preferred regions from
DAMA (at 90% CL and 3�) and CDMS-Si (at 68% and 90% CL) in the spin-independent DM–nucleon
cross section and DM mass plane for two haloes in the eagle HR run with the smallest (halo E6
shown in colour) and largest (halo E4 shown in gray) ⇢� (top left panel), and two haloes with velocity
distributions closest to (halo E12 shown in colour) and farthest from (halo E3 shown in gray) the
SHM Maxwellian (top right panel). The bottom panel shows the results for the same two haloes in
the top right panel (E3 and E12) but assuming ⇢� = 0.3 GeV/cm3 for the two haloes instead of using
the ⇢� for each halo from the simulations. The shaded bands in the exclusion limits and the two
adjacent allowed regions of the same colour are obtained from the upper and lower 1� limits of the
halo integral for each halo. The black exclusion limits and allowed regions correspond to the SHM
Maxwellian. The local ⇢� is 0.42 and 0.73 GeV/cm3 for the two haloes in the top left panel, and it is
0.68 and 0.71 GeV/cm3 for the two haloes in the top right and bottom panels.

like haloes for direct detection considering the allowed regions from DAMA [1] and CDMS-
Si [2] and exclusion limits from LUX [3] and SuperCDMS [4] assuming spin-independent

– 25 –

Bozorgnia et al. 2016 [1601.04707]
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Figure 17. Spectrum of the GCE emission, together with statistical and systematical errors, for
model F (cf. figure 14). We show fits to the GCE with various spectral models. We emphasize that
the shown systematic errors are correlated, and that the spectral models actually do provide a good
fit to the data in most cases. We show the best-fit model parameters, along with indicators for the
fit quality, in table 4 (cf. figures 18 and 20). See text for details on the fitting procedure.

parametric fits to the data.
In the previous section, we found that theoretical and empirical model uncertainties

a↵ect the GCE spectrum at a similar level (see figure 14). However, theoretical model
uncertainties in the way we discussed them here are di�cult to interpret in a purely statistical
sense, since the TS values that we find for fits with our 60 GDE models di↵er typically by
> O(100) values (see appendix A), and even our best-fit model for the GDE gives formally
a poor fit to the data. This is a generic problem of modeling the GDE [58], as we discussed
at the end of section 4.1. On the other hand, the empirical model uncertainties are simple
to interpret statistically and give by construction a realistic account for typical systematics
of state-of-the-art GDE modeling.

We will hence adopt the following strategy : We will use the GCE spectrum and associ-
ated statistical errors from model F only, which gives formally the best-fit to the Fermi -LAT
data in our ROI. In fits to the GCE spectrum we then only consider the empirical model
systematics, and neglect the theoretical ones. Given the small scatter for the GCE spec-
trum that we find for di↵erent GDE models, this is well justified. We checked explicitly that
using di↵erent GDE model as starting point in the spectral fits would not alter our results
significantly (see appendix C.2). Hence, we consider our approach as statistically sound and
su�ciently robust to derive meaningful results.

We will introduce general aspects of fits with correlated errors in subsection 5.1, and
then test the most common interpretations of the GCE emission in terms of a number of DM
and astrophysical toy models in subsection 5.2 and 5.3.

– 33 –

Calore et al., 2014 [1409.0042]

Spatial Map Gamma-ray SpectrumT. Daylan et al. / Physics of the Dark Universe 12 (2016) 1–23 9

Fig. 10. The raw gamma-ray maps (left) and the residual maps after subtracting the best-fit Galactic diffuse model, 20 cm template, point sources, and isotropic template
(right), in units of photons/cm2/s/sr. The right frames clearly contain a significant central and spatially extended excess, peaking at⇠1–3 GeV. Results are shown in Galactic
coordinates, and all maps have been smoothed by a 0.25� Gaussian.

those of the recent analysis of Ref. [7], which studied a smaller
region of the sky (|b| < 3.5�, |l| < 3.5�), and found a preference
for � ' 1.12± 0.05. We discuss this question further in Section 6.

As mentioned above, in addition to the Galactic diffuse model,
we include a spatial template in our Galactic Center fit with
a morphology tracing the 20 cm (1.5 GHz) map of Ref. [48].
This map is dominated by synchrotron emission, and thus traces
a convolution of the distribution of cosmic-ray electrons and
magnetic fields in the region. As cosmic-ray electrons also generate
gamma rays via bremsstrahlung and inverse Compton processes,
the inclusion of the 20 cm template in our fit is intended to better
account for these sources of gamma rays. And although theGalactic
diffusemodel already includes contributions from bremsstrahlung
and inverse Compton emission, the inclusion of this additional
template allows formore flexibility in the fit. In actuality, however,
we find that this template has only amarginal impact on the results
of our fit, absorbing some of the low energy emission that (without
the 20 cm template) would have been associated with our dark
matter template.

6. Further constraining the morphology of the anomalous
gamma-ray emission

In the previous two sections, we showed that the gamma-
ray emission observed from the regions of the Inner Galaxy and
Galactic Center is significantly better fit when we include an
additional component with an angular distribution that follows
that predicted from annihilating dark matter. In particular, our fits
favor a morphology for this component that follows the square

of a generalized NFW halo profile with an inner slope of � '
1.1 � 1.3. Implicit in those fits, however, was the assumption that
the angular distribution of the anomalous emission is spherically
symmetric with respect to the dynamical center of the MilkyWay.
In this section, we challenge this assumption and test whether
other morphologies might provide a better fit to the observed
emission.

We begin by considering templates which are elongated either
along or perpendicular to the direction of the Galactic Plane. In
Fig. 11, we plot the change in the TS of the Inner Galaxy (left)
and Galactic Center (right) fits with such an asymmetric template,
relative to the case of spherical symmetry. The axis ratio is defined
such that values less than unity are elongated in the direction of
the Galactic Plane, while values greater than one are preferentially
extended perpendicular to the plane. The profile slope averaged
over all orientations is taken to be � = 1.2 in both cases. From
this figure, it is clear that the gamma-ray excess in the Galactic
Center prefers to be fit by an approximately spherically symmetric
distribution, and disfavors any axis ratio which departs from unity
by more than approximately 20%. In the Inner Galaxy there is a
preference for a stretch perpendicular to the plane, with an axis
ratio of ⇠1.3. As we will discuss in Appendix A, however, there
are reasons to believe thismay be due to the oversubtraction of the
diffusemodel along the plane, and this result is especially sensitive
to the choice of ROI.

In Fig. 12, we generalize this approach within our Galactic
Center analysis to test morphologies that are not only elongated
along or perpendicular to the Galactic Plane, but along any
arbitrary orientation. Again, we find that the quality of the fit

Daylan et al., 2014 [1402.6703]

12 Fermi–LAT Collaboration

Table 2
Fluxes of the Components1 for 15� ⇥ 15

� region about GC.

Interstellar Energy Band Annulus 1 Annulus 1 Point Sources Fore-/background Isotropic Model Data
Emission Model (GeV) ⇡

0-decay IC ⇡

0-decay IC Brem Total

Pulsars
intensity-scaled 1.00� 3.16 6.1±1.1 32.5±0.6 36.3±1.2 135 23 24 2.3 259±3 251±132

3.16� 10.00 1.0±0.2 7.1±0.1 7.3±0.2 21 5.4 1.7 0.6 44.1±0.5 44±3
10.00� 31.62 0.13±0.02 1.41±0.03 0.81±0.04 2.9 1.2 0.14 0.17 6.7±0.1 6.8±0.7
31.62� 100.00 0.023 0.243 0.11±0.01 0.4 0.2 0.01 0.04 1.04±0.02 1.2±0.2

Pulsars
index-scaled 1.00� 3.16 2.1±1.1 35.5±0.6 37.9±1.5 127 25 254±3

3.16� 10.00 0.3±0.2 7.8±0.1 6.6±0.2 25 6 48±0.5
10.00� 31.62 0.05±0.02 1.54±0.03 0.62±0.03 4.2 1.3 8.0±0.1
31.62� 100.00 0.013 0.33 0.07±0.01 0.75 0.23 1.37±0.01

OBstars
intensity-scaled 1.00� 3.16 1.3±0.5 47.0±0.6 35.7±1.2 128 23 21 2.6 259±2

3.16� 10.00 0.2±0.1 9.1±0.1 7.3±0.2 19 5.1 1.4 0.7 43.3±0.4
10.00� 31.62 0.02±0.01 1.62±0.02 0.8±0.1 2.6 1.1 0.12 0.16 6.4±0.1
31.62� 100.00 –3 0.253 0.11±0.01 0.4 0.2 0.01 0.03 0.97±0.02

OBstars
index-scaled 1.00� 3.16 1.0±0.5 40.9±0.6 38.3±1.3 135 19 257±2

3.16� 10.00 0.14±0.07 7.9±0.1 6.8±0.2 24 4.3 45.6±0.4
10.00� 31.62 0.02±0.01 1.41±0.02 0.69±0.04 3.9 0.9 7.2±0.1
31.62� 100.00 –3 0.223 0.08±0.01 0.6 0.2 1.15±0.01

1 Units: 10�8 ph cm�2 s�1.
2 The errors are dominated by systematic uncertainties from the effective area, see Ackermann et al. (2012b) for details.
3 Flux and/or statistical uncertainty below 10

�10 ph cm�2 s�1.
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Figure 7. Point sources for 3FGL (left panel) and 1FIG (right panel, for Pulsars intensity-scaled IEM) overlaid on the total counts for the 15

� ⇥ 15

� region
about the GC. Left panel symbol key: filled squares, ‘flagged’ 3FGL sources; filled triangles, other 3FGL sources; upright crosses, 3FGL sources with a multi-
wavelength association. Right panel symbol key: filled circles, 1FIG sources with TS � 25; angled crosses, 1FIG source candidates with TS < 25; upright
crosses, as in left panel. Colour scale is in counts per 0.052 degree pixel.

It is probable that there is some misattribution of interstellar
emission to low-flux (e.g., less than ⇠ few ⇥10

�9 ph cm�2

s�1
> 1 GeV) point sources. The low-flux sources are all rel-

atively low-significance sources and modelled using power-
law spectra (Section 3.2.1). The distribution of their spec-
tral indices over the 15

� ⇥ 15

� region may provide some in-
formation: softer spectral indices (e.g., & 2.5 in spectral in-
dex) can indicate that the low-flux sources are more likely as-
sociated with the structured/gas-related interstellar emission,
while harder indices can indicate a more “IC-like” distribu-

tion. Figure 9 shows all point sources and candidates with a
TS < 50 overlaid on the fitted ⇡

0-decay annulus 1 template
for the Pulsars intensity-scaled IEM. The point sources are
coded according to the spectral indices: circles show those
with indices > 2.5, while triangles show those with indices
 2.5. There is no clear trend of softer spectrum point sources
tracing the structured emission, nor one where the harder
spectrum point sources have a high density out of the plane. It
is difficult to identify the exact fraction of the emission, or to
what component (gas-related, IC), the low-flux point sources

Ajello et al., 2014 [1511.02938]
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channels, from a fit to the spectrum shown in figure 14 (cf. table 4). Colored points (squares) refer to
best-fit values from previous Inner Galaxy (Galactic center) analyses (see discussion in section 6.2).
Right panel: Constraints on the h�vi-vs-� plane, based on the fits with the ten GCE segments.
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Figure 19. Constraints on the h�vi-vs-m� plane at 95% CL, individually for the GCE template
segments shown in figure 15, for the channel �� ! b̄b. The cross indicates the best-fit value from a fit
to all regions simultaneously (m� ' 46.6 GeV, h�vi ' 1.60 ⇥ 10�26 cm3 s�1). Note that we assume a
NFW profile with an inner slope of � = 1.28. The individual p-values are shown in the figure legend;
the combined p-value is 0.11.

mass fixed at 49 GeV. This plot is based on the fluxes from the segmented GCE template,
see figure 16. As expected, the cross-section is strongly correlated with the profile slope. We
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Calore et al. ( 2014)
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FIG. 1. Residual maps in the CFHTLenS W1, W2, W3, and W4 fields, where residual is defined

as the fluctuation in the EGB photon count map from its mean value. In each panel, the color-scale

bar shows both the positive and negative difference between the EGB count map and the mean

of each field indicated above the panels: 0.66, 0.70, 0.86, and 0.20 in W1, W2, W3 and W4 fields,

respectively. Overlaid by thick lines are the average ellipticities of source galaxies over 1 deg2

with arbitrary scaling. The circles represent the point-source masked regions. For visualization

purposes, a Gaussian smoothing is performed on the map with a width of 0.6 deg.

10

Fermi-LAT x CFHTLenS

Shirasaki et al. (2014) [1404.5503]
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FIG. 1.— Average gamma-rays intensity I� as a function of photon energy (left) and auto-correlation APS C(��)
l in the (1–2) GeV energy band (right) for

the benchmark �-ray models considered in this work. The black lines denote the total contribution arising from astrophysical sources (i.e. the sum of BL-Lac,
mAGN, FSRQ and SFG emission). Fermi-LAT data are shown as black points (left, from Ackermann et al. (2015a), adding in quadrature systematic and statistical
uncertainties) and a shaded region (right, from Ackermann et al. (2012), including the measurements with and without foreground cleaning).

the model with the data is that the experimental CAPS de-
termined from the data are not deconvolved from the effect
of the point spread function (PSF) of the instrument and the
effect of map pixelization. To account for these effects we
thus convolve our model prediction in Eq. (1) with the PSF
and pixelization using the same procedure described in Xia
et al. (2015). Formally, this is implemented defining the new
quantity directly comparable with the data as C̃(�g)

` = W B
` C(�g)

`
where the effective beam window function W B

` parameterizes
the PSF and pixelization effects (see Xia et al. (2015) for more
details).

Finally, in the following, we perform our analyses in terms
of the cross correlation function CCF (�g)(✓) rather than the
cross-angular power spectra C�g

` . To obtain the CCF we per-
form a Legendre transformation on our CAPS as follows:

CCF (�g)(✓) =
X

`

2`+ 1
4⇡

C̃�g
` P̀ [cos(✓)] , (4)

where ✓ is the angular separation in the sky and P̀ are the
Legendre polynomials.

3. STATISTICAL ANALYSIS
In order to assess the possible presence of a DM signal in

the IGRB, and its robustness to the presence of astrophysical
emitters, we perform a statistical analysis fitting the observed
cross-correlation data of Xia et al. (2015) with a combination
of both DM and astrophysical source models. Specifically,
we define a �

2 statistic from the data D, i.e., the observed
CCF between the Fermi maps and the number of sources in
catalogues (Xia et al. 2015), and M, i.e. the model CCF cal-
culated for the different types of �-ray emitters as introduced
in the previous Section and detailed in the Appendices. The

�

2 is defined as:

�

2 =
5X

p=1

3X

n=1

X

✓i ✓ j

⇣
D(p,n)

✓i
- M(p,n)

✓i
(A)

⌘ ⇥
C(p,n)⇤-1

✓i✓ j

⇣
D(p,n)

✓ j
- M(p,n)

✓ j
(A)

⌘
,

(5)
where the index p runs over the five different catalogues of ex-
tragalactic sources (2MASS, NVSS, SDSS-DR6 QSO, SDSS-
DR8 Main Sample Galaxies and SDSS-DR8 Luminous Red
Galaxies), the index n runs over three �-rays energy ranges
(E > 0.5 GeV, E > 1 GeV and E > 10 GeV), whereas the in-
dices ✓i and ✓ j run over 10 angular bins logarithmically spaced
between ✓ = 0.1� and 100�. C(p,n) is the covariance matrix that
quantifies the errors on the CCFs in each angular bin and the
covariances among different bins, and A denotes the vector
of free parameters which the CCF model M depends upon
(specified below). Both the covariance matrix C(p,n) and the
measured CCFs D(p,n)

✓i
are taken from Xia et al. (2015). In

Eq. (5) the total �

2 is obtained by adding up the individual
�

2 computed in three overlapping energy bands. There is,
thus, in principle, a statistical dependence among the differ-
ent energy bands that should be accounted for. Nonetheless,
such dependence is expected to be small since photon counts
are heavily dominated by events near the lower end of each
energy interval because of the steep IGRB energy spectrum
/ E-2.3 (Ackermann et al. 2015a). For this reason we will
treat the CCFs estimated in the three energy intervals as sta-
tistically independent in the �

2 analysis.
For any given catalog of LSS tracers, energy band and an-

gular bin (i.e. for a given choice of p, n, and ✓i) the theoretical
CCF M(p,n)

✓i
can be expressed as a sum of different contribu-

tions:

M(p,n)
✓i

=
5X

↵=1

A↵c(p,n)
↵ (✓i) + A(p)

1h c(n)
1h (✓i) . (6)

Fermi-LAT & Galaxy Catalogs

Cuoco et al. (2015) [1506.01030]
Shirasaki et al. (2015) [1511.07092]

Actual Cross-Correlation!
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FIG. 1: Dark matter may have non-gravitational interactions with one or more of four categories of particles:
nuclear matter, leptons, photons and other bosons, and other dark particles. These interactions may then
be probed by four complementary approaches: direct detection, indirect detection, particle colliders, and
astrophysical probes. The lines connect the experimental approaches with the categories of particles that
they most stringently probe (additional lines can be drawn in specific model scenarios). The diagrams give
example reactions of dark matter (DM) with standard model particles (SM) for each experimental approach.

examples are the detection of WIMPs through scattering o↵ nuclei and the detection of
axions through their interaction with photons in a magnetic field.

• Indirect Detection. Pairs of dark matter particles annihilate producing high-energy particles
(antimatter, neutrinos, or photons). Alternatively, dark matter may be metastable, and its
decay may produce the same high-energy particles.

• Particle Colliders. Particle colliders, such as the Large Hadron Collider (LHC) and proposed
future lepton colliders, produce dark matter particles, which escape the detector, but are
discovered as an excess of events with missing energy or momentum.

• Astrophysical Probes. The particle properties of dark matter are constrained through its im-
pact on astrophysical observables. Examples include self-interaction of dark matter particles
a↵ecting central dark matter densities in galaxies (inferred from rotation velocity or veloc-
ity dispersion measures), mass of dark matter particle a↵ecting dark matter substructure
in galaxies (inferred from strong lensing data) and annihilation of dark matter in the early
Universe a↵ecting the Cosmic Microwave Background fluctuations.

These search strategies are shown in Fig. 1 and are connected to the particle interactions they most
stringently probe. In the next Section, we briefly describe these four approaches and summarize
their current status.

III. THE FOUR PILLARS OF DARK MATTER DETECTION

A. Direct Detection

Dark matter permeates the whole Universe, and its local density on Earth is known to be
5 ⇥ 10�25 g/cm3 to within a factor of 2. This creates the opportunity to detect dark matter
particles directly as they pass through and scatter o↵ normal matter [41]. Such events are extremely
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W. Dawson

(Rocha et al. 2012)(Clowe et al. 2006) (Jee et al. 2012) (Bradac et al. 2008) (Dawson et al. 2012)

Observations

Figure 1: Dissociative clusters studied by scientists involved in this proposal (“Sample 1”). The pink
regions map the X-ray emitting gas in the clusters, and the blue regions denote the mass (mostly dark
matter) distribution in the clusters as inferred from strong and weak lensing. The rightmost panel shows
the phase-space density of a merging cluster in a SIDM simulation with �DM = 1 cm2 g�1. Sources from
left to right: Clowe, Bradač et al. (2006); Jee et al. (2012a); Bradač et al. (2008); Dawson et al. (2011);
Merten et al. (2011); Rocha et al. (2012). Baby Bullet is also known as MACS J0025.4-1222 and Pandora’s
Cluster is also known as Abell 2744.

around due to gravity and eventually come into equilibrium with the other components, but this
is outside the time window of interest here.) To a first approximation the position of the DM, as
inferred from gravitational lensing, matches that of the galaxies, which constrains the collision-
ality of dark matter (Clowe et al., 2006; Markevitch et al., 2004). If DM is collisional in nature,
interactions between DM particles will cause particles in the lower-mass halo to recoil out of the
halo, which reduces the mass and central density of, and creates a drag force on, the lower-mass
halo. This will change the expected separations between the galaxy, DM, and hot gas components
in a cross section-dependent way, as well as reduce the mass-to-light ratio (M/L) of the lower-mass
halo (Markevitch et al., 2004; Randall et al., 2008).

This argument has so far excluded dark matter self-interaction cross sections2 (�DM) above
⇥ 1 cm2 g�1 (Randall et al., 2008). This probably overstates our knowledge because many
important details have not been simulated (see below), but this is still a very large cross section
in particle-physics terms, consistent with the hidden-sector DM models cited above. Remarkably,
we know so little about DM that we still have not ruled out self-interaction comparable to the
strong nuclear force! Beyond the particle-physics motivation, the self-interacting dark matter
(SIDM) hypothesis has been motivated by astrophysical observations:

(i) SIDM would explain the dynamics of dwarf spheroidal galaxies (dSphs) around the Milky
Way. In �CDM simulations of Milky Way-mass galaxies, each realization has of order ten subhalos
which are denser than any known Milky Way dSph (Boylan-Kolchin et al., 2012). Moreover, stellar
kinematic data from the best studied dSph indicate that these galaxies have cored density profiles,
in contrast to WIMP �CDM predictions that these dSph should have cuspy DM density profiles
(Walker & Peñarrubia, 2011; Wolf & Bullock, 2012; Navarro et al., 2004). SIDM would reduce the
central density of and create cores in the subhalos, so that the known luminous dSph would live
in the most massive of the Milky Way’s subhalos (Rocha et al., 2012). Otherwise, one must argue
that many of the densest and most massive subhalos failed to form stars while lower-mass subhalos
did form stars and host the observed dSph. It is the tension between the data and the higher-
density simulated subhalos which most strongly argues for SIDM. A recent analysis of SIDM
simulations by Rocha et al. (2012) suggests that a SIDM cross section �DM ⇥ 0.1 � 0.5 cm2g�1

would lead to the correct central density and core size for the Milky Way dSph.
(ii) Analyses of stellar kinematics in low surface brightness (LSB) and dwarf galaxies continue

to suggest that these galaxies have central densities and density profiles more consistent with the
presence of dark-matter cores than the �CDM prediction of cusps (Simon et al., 2005; Kuzio de

2We follow the convention of quoting the cross section per unit mass. If and when the mass of the DM particle
is identified, this can be converted to a cross sectional area.

2

Figure 2: Known dissociative mergers as a function of the date on which their dissociative nature was
confirmed. Blue boxes indicate clusters for which we have already analyzed the data (Sample 1, Figure 1).
We propose to analyze the remaining clusters (“Sample 2”) consistently, and to confirm of order ten new
clusters, in order to constrain SIDM with an ensemble spanning the relevant merger parameter space.
Newly confirmed systems not shown: AS1063 and SPT-CL J2032-5627.

Naray et al., 2008; Oh et al., 2011). In the same analysis that found that �DM ⇥ 0.1�0.5 cm2g�1

would produce DM cores of the right size and density for the Milky Way dSph, it was found
that this range of cross section also yields appropriate density profiles for LSB and dwarf galaxies
(Rocha et al., 2012).

(iii) Recent observations of the ellipticity of the surface densities (Richard et al., 2010) and
the central density profiles (Newman et al., 2012b,a) of massive galaxy clusters suggest that a
cross section of �DM ⇥ 1 cm2g�1 is too large (Rocha et al., 2012; Peter et al., 2012). However,
cross sections in the range �DM ⇥ 0.1 � 0.5 cm2g�1 may be consistent with these observations.
In particular, after carefully modeling out the baryonic content of a set of seven galaxy clusters
Newman et al. (2012a) find that the central (within 50 kpc) DM density profile is more consistent
with a core or shallow cusp, characteristic of SIDM, than with a �CDM steep cusp.

These observations suggest that SIDM is astrophysically interesting (in the sense that it pro-
duces measurable changes to dark-matter halos) if its cross section is velocity independent and in
the range �DM ⇥ 0.1 � 0.5 cm2g�1. A detection of �DM in this range would explain a variety of
astrophysical observations and open a new window to hidden-sector extensions to the standard
model of physics. Conversely, a nondetection of SIDM by experiments sensitive to this range
would render the SIDM hypothesis astrophysically uninteresting. We propose a comprehen-
sive, rigorous program of observations and simulations of dissociative cluster mergers
to detect or rule out �DM to < 0.1 cm2g�1.

This program has become possible because the accelerating discovery of dissociative mergers
(Figure 2) enables testing of SIDMmodels against a ensemble of dissociative mergers which spans a
wide range of subcluster masses and time since closest approach. The time is right: compute power
and expertise in running SIDM simulations are now capable of performing detailed simulations of
a large ensemble of dissociative merger analogs in a fully cosmological framework with a variety
of SIDM cross sections. To carry out this program, we have assembled a team of observers and

3

Work in progress -  Merging clusters

Friday, August 9, 13

M. Rocha
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Vegetti & Koopmans (2009) [0903.4752]

8 S. Vegetti & L. V. E. Koopmans

Figure 4. Effect of different measurement error levels on the substructure mass. Similar as Fig. 1 for systems with f = 0.5%, Mlow = 0.3 × 108M⊙ and
σm = 0.1 × 108M⊙ (upper panels), with Mlow = 108M⊙ and σm = 1/3 × 108M⊙ (middle panels) and with Mlow = 3 × 108M⊙ and σm = 1.0 × 108M⊙ (lower
panels). Results for 10, 30 and 200 lenses are plotted in the left, middle and right panels, respectively.
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Figure 4. Circular velocity profiles of Pippin (left) and Merry (right) simulated with CDM (solid black) and various SIDM cross-sections (see legend). Halos
of this mass (V

max

' 40 km s�1) should be fairly common within the ⇠ 1 Mpc Local Field of the Milky Way. The data points indicate measurements of
the circular velocity at the half-light radii of Local Field (as defined in Garrison-Kimmel et al., 2014b) dwarf galaxies (see references in text). The sizes of the
points scale with the stellar mass of the galaxy, with the smallest AndXXVIII at M? ' 3 ⇥ 105M� and the largest IC 1613 at M? ' 2 ⇥ 108M�. While
these V

max

' 40 km s�1 halos are too dense in CDM to host any of of the plotted Local Field dwarfs, the same halos in SIDM with �/m � 0.5 cm2 g�1

are consistent with many of the data points.

los with V
max

= 40 km s�1, like Pippin and Merry. In SIDM,
unlike in CDM, the predicted density profiles allow this to hap-
pen self-consistently. In the right-hand panel of Figure 4 we see
that both Pegasus and Leo A could be hosted by Merry with
�/m = 10 cm2 g�1. In the left-hand panel, both galaxies are
consistent with the �/m = 50 cm2 g�1 line. Given the obvious
halo-to-halo scatter and small number of simulations we have, it is
difficult to determine which cross section would be favored, but it
is clear that for these halos SIDM predicts central densities much
more in line with naive expectations for the stellar mass to halo
mass relation at the mass scale of dwarfs.

We extend this analysis to smaller stellar masses in the next
subsection, where we also address whether high values of �/m are
forbidden by the dynamics of the Local Group dwarfs.

3.4 Are any cross sections too large to accommodate
measured densities?

We would like to be able to rule out some range of cross sections
on the velocity scale of dwarf galaxies by requiring that dark matter
densities at least as high as those observed can be achieved. This is
in some sense the inverse of the standard central-density problem:
for what SIDM cross sections are galaxies too dense?

The densest Local Field galaxies shown in Figure 4 are
And XVIII (r

1/2 ' 400 pc) and And XXVIII (r
1/2 ' 300 pc)

with average densities just under 0.1 M� pc�3. In practice, the
mass uncertainties on these galaxies are so large that it will be dif-
ficult to derive stringent constraints. At face value, however, the
�/m = 10 cm2 g�1 lines do appear to be somewhat under-dense
(by a factor of ⇠ 2� 3) compared to the central data points.

The difficulty in this comparison is that we expect that the core
densities of SIDM halos will increase with decreasing V

max

(Rocha

et al., 2013). We must account for this possibility in any attempt to
rule out a given cross section based on an observed galaxy density.

In order to estimate a V
max

scale that might be reasonable
for these galaxies we can turn to abundance matching. These dense
dwarfs have M? ' 3�8⇥105M�. According to abundance match-
ing estimates (Garrison-Kimmel et al., 2014a), we expect galaxies
in this stellar mass range to reside within V

max

' 20� 30 km s�1

halos.
How much denser is a V

max

= 20 km s�1 halo than a
V
max

= 40 km s�1 halo in SIDM? Figure 5 provides some in-
sight. Plotted are fitted halo core densities (assuming a Burkert
1995 profile), ⇢

b

, as a function of V
max

for SIDM simulations with
�/m = 1 cm2 g�1. The black squares show halos from the simula-
tions of Rocha et al. (2013) while the colored squares show the two
halos discussed in this paper. The dotted line shows a ⇢

b

/ V �1

max

scaling (a power law fit to all the plotted points yields ⇢
b

/ V �0.9
max

).
If the same V �1

max

behavior holds for core densities in �/m =
10 cm2 g�1 models, then the density of a V

max

= 20 km s�1 halo
would be roughly comparable to the best-fit values for And XVIII
and And XXVIII in this case.2 Such a model then remains viable
in the face of current constraints.

Thus it appears difficult to rule out any cross sections based
on the observed densities of isolated field dwarfs in the Local
Group. The same conclusion holds for Milky Way satellites if
one considers Figure 8 of Vogelsberger et al. (2012): SIDM with
�/m = 10 cm2 g�1 (on the velocity scale of dwarf galaxies) can
match the spread of local densities seen for the classical satellites

2 This assumes a constant SIDM cross section. If the cross section is in-
stead velocity dependent this will change, most likely resulting in a shal-
lower power law fit.

c� 2014 RAS, MNRAS 000, 1–9

16

FIG. 9.— Results for the Carina, Fornax and Sculptor dSphs. Panels display posterior PDFs for model parameters, obtained from applying the two stellar subcomponent models
introduced in Section 3. Table 2 lists median values and 68% (95%) confidence intervals derived from these PDFs.

FIG. 10.— Left, center: Constraints on halflight radii and masses enclosed therein, for two independent stellar subcomponents in the Fornax and Sculptor dSphs. Plotted points
come directly from our final MCMC chains, and color indicates relative likelihood (normalized by the maximum-likelihood value). Overplotted are straight lines indicating the central
(and therefore maximum) slopes of cored (limr→0 d logM/d log r] = 3) and cusped (limr→0 d logM/d log r] = 2) dark matter halos. Right: Posterior PDFs for the slope Γ obtained for
Fornax and Sculptor. The vertical dotted line marks the maximum (i.e., central) value of an NFW profile (i.e., cusp with γDM = 1, limr→0[d logM/d log r] = 2). These measurements
rule out NFW and/or steeper cusps (γDM ≥ 1) with significance s! 96% (Fornax) and s! 99% (Sculptor).

sufficiently near the dSph to be observed and counted as
bound members (e.g., Piatek & Pryor 1995; Oh et al. 1995;
Read et al. 2006; Klimentowski et al. 2007; Peñarrubia et al.
2008b, 2009). Both phenomena affect the outer more than
the inner parts of a satellite—thus tidal heating is the only
process we identify that may cause our method to return an
over-estimate of Γ.
However, measurements of their systemic distances and ve-

locities imply that neither Fornax (D∼ 138 kpc, Mateo 1998)
nor Sculptor (D ∼ 79 kpc) experience strong tidal encoun-
ters with the Milky Way. Fornax’s line-of-sight velocity and
proper motion (Piatek et al. 2007, supported by this work)
imply a pericenter distance of rp = 118+19−52 kpc (Piatek et al.
2007, error bars give 95% confidence intervals), and Sculp-
tor’s imply rp ∼ 65 kpc (with 95% confidence intervals al-

lowing values as low as ∼ 30 kpc) for either of the two astro-
metric proper motion measurements (Schweitzer et al. 1995;
Piatek et al. 2006). N-body simulations by Peñarrubia et al.
(2009) and Peñarrubia et al. (2010) demonstrate that for satel-
lite halos that follow the generic density profile given by
Equation 16, the instantaneous tidal radius at pericenter is
rt ≈ rp[Mdsph(≤ rt )/(3MMW(≤ rp)]1/3, where Mdsph(rt) is the
dSph mass enclosed within the tidal radius and MMW(≤ rp)
is the enclosed mass of the Milky Way within the peri-
centric distance. Watkins et al. (2010) have recently used
a sample of tracers (halo stars, globular clusters and satel-
lite galaxies) in the outer Galactic halo to estimate a mass
of MMW(≤ 300kpc) = 0.9± 0.3× 1012M⊙. We obtain con-
servative lower limits for the pericentric tidal radii of For-
nax and Sculptor by considering only the stellar mass of

Walker & Peñarrubia (2011) [1108.2404]
Elbert et al. (2014) [1412.1477]

Vogelsberger et al. (2014) [1405.5216]

WDM and SIDM can produce cores in dwarf galaxies

… so can baryonic feedback

Lovell et al. (2013) [1308.1399]
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Summary

• We would like to understand the fundamental unit of dark 
matter. 
!

• Our knowledge is currently limited to “Astrophysical 
Probes”. 
!

• LSST (with complementary instruments) will greatly 
increase the strength of these probes. 
!

• Mapping the distribution of dark matter tells us where to 
look with other experiments (cross correlation?). 
!

• Understanding the astrophysical distribution  
of dark matter is essential for interpreting 
any particle dark matter detection.
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Extra Slides
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Rate calculation
I The differential cross section (for spin-independent interactions)

per kilogram of target mass per unit recoil energy is

dR
dQ

=
⇢0

m�
⇥ �0A2

2µ2
p

⇥ F 2(Q)⇥
Z

vm

f (v)
v

dv (1)

I Dark matter density component, from local and galactic
observations

I The unknown particle physics component, hopefully determined
by experiment

I Proportional to A2 for most models (written explicitly here)

I The nuclear part, approximately given by F 2(Q) / e�Q/Q0 where
Q0 ⇠ 80

A5/3 MeV

I The velocity distribution of dark matter in the galaxy -
vm =

p
QmN/2m2

r
3/7H. Lippincott
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Local Dark Matter Velocity
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VDF of Dark Matter from Simulations 3

Figure 2. The VDF for one representative dark matter halo
in Rhapsody (histogram), along with the best fits using Eq. (1)
with (v0/vesc, p) = (0.13, 0.78) (black, χ2 = 0.59), SHM (blue,
9.67), the double power-law model (cyan, 9.47), the Tsallis model
(green, 1.99), and the analytic VDFs from Eddington’s formula
with isotropic assumption (red dash, 8.48), Osipkov–Merritt (ma-
genta dash, 6.41), and constant β = 1/2 (yellow dash, 11.8). The
y-axis is in log scale in the main figure and linear in the inset.

as q → 1 (Vergados et al. 2008). It was argued that
the Tsallis model provides better fit to simulations with
baryons (Ling et al. 2010), although this conclusion may
be affected by the relatively low resolution of the simu-
lations.
In contrast, our empirical model, Eq. (1), is not based

on a Gaussian distribution but rather on an exponential
distribution. It also has a power-law cut-off in (binding)
energy. Fig. 2 shows the VDF in a simulated halo, along
with the best fit from Eq. (1) and the best fits from other
conventional models. All the best-fit parameters are ob-
tained from the maximum-likelihood estimation in the
range of (0, vesc). The fits using Eq. (1) are statistically
better than other models or the analytic VDFs, espe-
cially around the peak and the tail. We performed the
likelihood-ratio test and found that our model fits sig-
nificantly better for all Rhapsody halos than the SHM
or the double power-law model at all four radii shown in
Fig. 1.
In Fig. 2 we also compare three analytic VDFs. For

the isotropic model shown, the analytic VDF is given
by Eddington’s formula, which gives a one-to-one corre-
spondence between the density profile and the VDF. For
anisotropic systems, one must also model the anisotropy
parameter, defined as β = 1 − (σ2

θ + σ2
φ)/(2σ

2
r), where

σ2 is the variance in each velocity component. There
is currently no analytic VDF whose anisotropy profile
matches that measured in simulations, so we choose three
simple and representative anisotropic models: constant
anisotropy (with β = 0 and 1/2) and the Osipkov–
Merritt model (Osipkov 1979; Merritt 1985). The phase-
space distributions of these models can be determined
numerically (Binney & Tremaine 2008). For all three
cases, we adopt the NFW profile as in Eq. (2), with the
best-fit scale radius. For the Osipkov–Merritt model, we
use the best-fit anisotropy radius. It is shown in Fig. 2
and also suggested by the chi-square test for the models
considered that the analytic VDFs do not describe the
simulated VDF well.
Our VDF model, Eq. (1), consists of two terms: the

exponential term and the cut-off term. The origin of the

the exponential term can be explained by the anisotropy
in velocity space. Fig. 3 shows the distributions, the dis-
persion, and the kurtosis of the velocity vectors along
the three axes of the spherical coordinate. Kurtosis is a
measure of the peakedness of a distribution, defined as
(
∑

i v
4
i )/(

∑

i v
2
i )

2 − 3, where vi is the velocity of the i-th
particle along one axis, and this value is zero for the nor-
mal distribution. The ratios of dispersion between the
three axes are close to one at small radii, and the ratios
increase with radius. The kurtosis, on the other hand,
is in general non-zero and decreases with radius. An
important consequence of the non-zero kurtosis is that
even if the dispersion along the three axes are similar
(anisotropy parameter β ∼ 0), the velocity vectors do
not follow an isotropic multivariate normal distribution
in any coordinate system (even after a local coordinate
transformations). In other words, as long as there exists
either anisotropy or non-zero kurtosis in a certain coordi-
nate, the norms of the velocity vectors will not follow the
Maxwell–Boltzmann distribution. Indeed, Fig. 3 shows
that in the simulations, one always has non-zero kurto-
sis and/or anisotropy. Other simulations also indicate
that the velocity vectors of dark matter particles have
anisotropy (Abel et al. 2011; Sparre & Hansen 2012) and
non-zero kurtosis (Vogelsberger et al. 2009). We further
found that if the ratios of dispersion between the three
axes of a multivariate normal distribution are around 0.2
to 0.6, the norms of those random vectors will follow a
distribution which resembles our model without the cut-
off term, v2 exp(−v/v0). (For a formal discussion on this
topic, see e.g. Bjornson et al. 2009.) This suggests that if
one can find a coordinate system where the distributions
of the velocity components are all distributed normally
(with zero kurtosis), there will be a larger difference be-
tween the dispersion along the three axes in this new
coordinate system than in the spherical coordinate.
The (v2esc − v2)p term in our VDF model introduces a

cut-off at the escape velocity. It further suppresses the
VDF tail more than the exponential term alone does. De-
spite that this cut-off term has the form of a power-law
in (binding) energy, the best-fit values of the parameter
p does not necessarily reflect the “asymptotic” power-
law index k, defined as k = limE→0(d ln f/d ln E), where
f(E) is the (binding) energy distribution function. The
relation between k and the outer density slope has been
studied in the literature (Evans & An 2006; Lisanti et al.
2011). However, because d ln f/d ln E deviates from its
asymptotic value k rapidly as E deviates from zero,
the asymptotic power-law index k could be very differ-
ent from the best-fit power-law index for the VDF tail
(e.g. v > 0.9vesc). Furthermore, the shape of the VDF
power-law tail could be set by recently-accreted subha-
los that have not been fully phase-mixed (Kuhlen et al.
2012), and hence has no simple relation with the density
profile. In high-resolution simulated dark matter halos,
particles stripped off of a still-surviving subhalo are seen
to significantly impact the tail of the VDF. A larger sam-
ple of simulations at higher resolution than we consider
in the current analysis will be needed to further test this
hypothesis.

4. HALO-TO-HALO SCATTER IN VELOCITY
DISTRIBUTIONS

Mao et al. (2012) [1210.2721]

Standard Maxwell-Boltzmann


